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OutlineToday’s Plan

8:00-8:10 am Course Overview and Objectives – Emanuele de Rinaldis, PhD

8:10-9:00 am Introduction to Systems Immunology – Emanuele de Rinaldis, PhD

9:00-9:45 am Systems Immunology & Immune Oncology: A Data-Centric View – Magnus Fontes, PhD

9:45-10:00 am Break

10:00-11:30 am Deep Dive Into Selected Scientific Case Studies:
From Systems Immunology to Novel Therapeutic Insights – Emanuele de Rinaldis, PhD

11:30 am-12:00 pm Q/A and Panel Discussion

12:00-1:00 pm Break for Lunch

1:00-2:00 pm Spatial Biology Methods and Analytics for Immunology & Oncology – Giorgio Gaglia, PhD

2:00-2:15 pm Break

2:15-3:30 pm Artificial Intelligence – A Primer for Immunologists – Shameer Khader, PhD, MPH

3:30-3:45 pm Break

3:45-4:45 pm Interactive Data Analysis Session – Magnus Fontes, PhD

4:45-5:00 pm Wrap Up Notes & Final Remarks



2:15-3:30

AI for Immunologists 
– An Introduction



Outline of today’s session

• Background 
• Data boom in biology and need for AI 
• Examples of AI in Immunology 

• Classical ML and Predictive models – Open Targets / Target Immune 
Engine 

• Graph ML – AsthmaGraph (Poster at FOCIS!) 
• Emerging themes in AI: Encoders, Embedding, Transformers, GANs, and 

LLMs
• Future outlook 



From Calium MacRae / https://twitter.com/daniel_kraft/status/1011692279445123072

On a mission to close the data and inference gap in biomedicine



Preamble 

Big data (noun) extremely large data sets that may be analyzed computationally to 
reveal patterns, trends, and associations, especially relating to human behavior and 
interactions.

Predictive analytics is the area of data mining concerned with forecasting probabilities 
and trends.

Data science is an interdisciplinary field about processes and systems to extract 
knowledge or insights from data. 
  
Artificial intelligence (AI) is wide-ranging branch of computer science concerned with 
building smart machines capable of performing tasks that typically require 
human intelligence. 



What is Artificial Intelligence? 



Big Data Big Bang in Biomedicine



Protein-Small moleculeProtein-ProteinProtein-Nucleic acid 

Disease
networks 

No disease is an island!

Biomedical data is complex and natively digital



AI in Biomedicine: Convergence of Big Data, Predictive Modeling, Data science and AI to 
design, develop and deliver Precision Medicine solutions

Why AI in Biomedicine? 



Biology 

Chemistry

Pharmacology

Medicine 

Healthcare 

• Traditional data types  
• Centralized 
• GBs or TBs in size 
• Structured 
• Stable data model  
• Low-dimensional 
• Statistical approaches
• Cohort size (~10K)
• Hypothesis-driven

Medicine

• Evolving data types  
• Decentralized 
• Petabytes, exabytes… 
• Semi or unstructured 
• Evolving, flat data model 
• High-dimensional 
• Machine or deep learning 
• Large cohort size (>10K) 
• Data-driven

Data-driven Precision Medicine

K. Shameer et. al(2018) Machine learning in Cardiovascular Medicine, Are we there yet? BMJ Heart  
pii: heartjnl-2017-311198. doi: 10.1136/heartjnl-2017-311198.

From Biology to Therapy to Healthcare via Data & AI



Different facets of AI 



Enablers of AI 

Badgeley MA & Shameer K, et.al; . BMJ Open. 2016 Mar 24;6(3):e010579. doi: 10.1136/bmjopen-2015-010579
Brief Bioinform. 2016 Feb 14. pii: bbv118. PubMed PMID: 26876889.



Key AI methods and Applications in Immunology 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7924715/
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0011267 
https://www.pnas.org/doi/10.1073/pnas.2011795117

A) Random Forests
B) Support Vector Machines 
C) Convolutional Neural Network 
D) Reinforcement leaning 

https://www.pnas.org/doi/10.1073/pnas.2011795117
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0011267
https://www.pnas.org/doi/10.1073/pnas.2011795117


https://www.nature.com/articles/s42256-020-00232-8

Example of an immunology ML tool 



Designing a classical machine learning project: key steps

https://pubmed.ncbi.nlm.nih.gov/32912474/



Feature engineering: Key concepts 



Optimizing training and testing: Key concepts 

https://pubmed.ncbi.nlm.nih.gov/32912474/



Supervised vs. Unsupervised Learning

https://pubmed.ncbi.nlm.nih.gov/32912474/



Bringing it all together: Best Practices and a check-list 

https://pubmed.ncbi.nlm.nih.gov/32912474/



Unsupervised learning: Concept & Example: Tracking Responders EXpanding (T-REX) 

AI Timeline – Till 2017 



Supervised learning: Concept & Example: discriminating BCRs/Igs

AI Timeline – Till 2017 

https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-019-2853-y



23

http://snapshots.cell.com/

Quantitative exploration of network: Clique, sub-networks and motifs 



NLP

Predictive Knowledge Graph

…
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• Store and retrieve findings

• Inference of new relationships

• Analysis of causative connections

• Estimate effect of perturbation

Public

Internal

Franck Rapaport, Travis Ahn-Horst, Emanuele de Rinaldis & Shameer Khader 

Application of Knowledge Graphs in Immunology



Application of Knowledge Graphs in Immunology



Public knowledge graphs

Target 
identification

Drug 
repositioning

Target 
validation

General
Disease-specific

Pre-processing & filtration

Graph integration

Link prediction, embeddings & 
algorithms

Multi-omics inferred 
networks

Application of Knowledge Graphs to Accelerate Discovery Research



AI Timeline – Till 2017 



AI Timeline – 2014 and beyond

(Selected) Emerging themes in AI
- Neural network 
- Pre-training, fine-tuning and transfer learning 
- Attention, Embedding, Autoencoders, Transformers 



Back to Neural Networks: Different types of architectures  

https://ai.stackexchange.com/questions/15594/what-are-all-the-different-kinds-of-neural-networks-used-for



Anatomy of a Deep Learning model  

https://www.frontiersin.org/articles/10.3389/fdata.2021.742779/full

1. Input Layer

2. Hidden Layers

3. Neurons (Nodes)

4. Activation Functions

5. Parameters (Weights and Biases)

6. Loss Function

7. Optimization Algorithm

8. Output Layer

9. Training

10. Inference



https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9678729/ 

Pre-training, Fine-tuning & Foundation models: Concept & Example 

• Pre-training: Pre-training refers to the 
initial training of a model on a large, 
diverse dataset to learn general 
representations of the input data. 

• The pre-training process involves training 
a model on a self-supervised or 
unsupervised task, where the model 
learns to predict missing or masked parts 
of the input data. 

• Fine-tuning is the process of taking a 
pre-trained model and further training it 
on a specific task or dataset. 

• A foundation model is a pre-trained 
model that serves as the base for further 
development or fine-tuning in the context 
of large language models

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9678729/


https://www.biorxiv.org/content/10.1101/2021.02.28.433289v2 

Transfer learning: Concept & Example 

• Transfer learning is a machine 
learning technique that allows 
knowledge gained from one task to 
be applied to another related task. 

• It involves leveraging pre-trained 
models that have been trained on 
large datasets for a specific task 
and then reusing and adapting 
them for a different but related task.

https://www.biorxiv.org/content/10.1101/2021.02.28.433289v2


Embedding: Concept & Example 

• Embedding refers to a technique used in neural 
networks to represent categorical or discrete 
variables as continuous, dense vectors.

• Embeddings are commonly used in various 
domains, including natural language processing 
(NLP), recommender systems, and computer 
vision. 

• The main idea behind embedding is to map high-
dimensional categorical data to lower-dimensional 
continuous representations, where similar or 
related categories are closer together in the 
embedding space.

• Examples of embeddings: Word Embeddings, 
Sentence Embeddings, Document Embeddings, 
Image Embeddings, Graph Embeddings, 
Knowledge Graph Embeddings

https://pubmed.ncbi.nlm.nih.gov/29218877/



https://www.biorxiv.org/content/10.1101/2021.02.28.433289v2 

Encoding: Concept & Example 

Benzy

• 1 year old 
• From MD 
• Likes to play with water
• Friendly with kids 
• Comfortable with other pets
• Unconditional hugs   

• Encoding refers to the process of 
representing data in a specific format 
or representation. 

• It involves transforming data from its 
original representation into a 
different format that is suitable for a 
particular purpose or task. 

• The goal of encoding is often to 
make the data compatible with a 
specific learning algorithm or to 
facilitate efficient processing. 

• Examples of encoding: One-Hot 
Encoding, Label Encoding, Binary 
Encoding, Ordinal Encoding, Hash 
Encoding, Target Encoding, Feature 
Hashing

https://www.biorxiv.org/content/10.1101/2021.02.28.433289v2


https://proceedings.neurips.cc/paper/2020/file/da4902cb0bc38210839714ebdcf0efc3-Paper.pdf 

Attention: Concept & Example 

• Attention in AI refers to a 
mechanism that enables models to 
focus on specific parts of input data 
while performing a task. 

• It mimics the selective attention 
mechanism observed in human 
cognition, where we prioritize 
certain information over others.

https://proceedings.neurips.cc/paper/2020/file/da4902cb0bc38210839714ebdcf0efc3-Paper.pdf


https://www.biorxiv.org/content/10.1101/2021.02.28.433289v2 

Transformers: Concept & Example 

• Transformer refers to a type of 
neural network architecture that 
has gained significant popularity, 
particularly in the field of natural 
language processing (NLP)

• The transformer architecture is 
designed to process sequential 
data efficiently, such as sentences, 
paragraphs, or time series data. 

• Transformers employs a 
mechanism called self-attention or 
scaled dot-product attention to 
capture relationships and 
dependencies between different 
elements of the input sequence.

• Transformers have achieved 
remarkable success in various NLP 
tasks, including machine 
translation, language generation, 
sentiment analysis, and text 
classification.

GPT (Generative Pre-trained Transformers)  
• A well-known transformer models is the Generative Pre-trained 

Transformer (GPT)
• Developed by OpenAI 

https://www.biorxiv.org/content/10.1101/2021.02.28.433289v2


https://huggingface.co/blog/bert-101 

Large Language Models are Transformers 

GPT-4
Generative pretrained transformer

Many others
T5, LLaMA, Bard,

open source models

BERT
Bidirectional encoder 

representations from transformers

Model Training Parameters Year

BERT 3.3B words 340M 2018

GPT-3 500B tokens 175B 2020

ChatGPT 300B words 1.5B 2022

LLaMA 1.4T tokens 65B 2023

https://huggingface.co/blog/bert-101


Large Language Models are large and expensive!  

Source: semianalysis.com (calculated using Chinchilla pricing)



Architecture of GPT

GPT (Generative Pre-trained Transformers)  

• A well-known transformer models is the gpt-3.5-turbo

• Pre-trained Transformer (GPT)

• Developed by OpenAI 

GPT ChatGPT

Transformer Encoder

Pre-training

Transformer Decoder

Attention Mechanism

Positional Encoding

Fine-tuning

Transformer Encoder

Context Window

Language Generation

Fine-tuning



Large Language Models in Biomedicine 

Single cell 

Protein

Small molecule

PubMed

Relation extraction  Q&A style interface Language generation



Language Models in Biomedicine: Protein Language Model 



Language Models in Biomedicine: Protein Language Model 



Language Models in Biomedicine: Protein Language Model 



Opportunities in developing AI-driven precision clinical trials



AI is deemed to play a significant role across the biomedical verticals



Outlook

• Data availability is growing in biomedicine and healthcare 

• Implementing data-driven methods that use AI-algorithms real-
time variables in a hypothesis-drive/hypothesis-free approach 
could help us to find new targets, therapies and indications 

• Evolving platforms including EMRs, integration engines, data 
mining systems and phenotyping approaches are growing

• Integrating novel, scalable and low-cost molecular profiling 
technologies with AI approaches would accelerate precision  
medicine development in immunology 

• Standardization in AI, Bioinformatics and Advanced analytics 
would lead to develop computational medicine standards 

• Advances in AI (including AGI) will further improve the 
application of AI and its impact in biomedicine and healthcare
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